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Abstract—An efficient algorithm is presented for inverting matrices which are periodically Toeplitz, i.e., whose diagonal and subdiagonal entries exhibit periodic repetitions. Such matrices are not symmetric and thus cannot be inverted by Trench’s method. An alternative approach based on appropriate matrix factorization and partitioning is suggested. The algorithm provides certain insight on the formation of the inverse matrix, is implementable on a set of circularly pipelined processors and, as a special case, can be used for inverting a set of block Toeplitz matrices without requiring any matrix operation.

I. INTRODUCTION

A linear system of equations of the form \( R w = p \) is said to be a periodic Toeplitz system with period \( d \) if the matrix \( R \) satisfies the periodicity condition \( R_{i,j} = R_{i+d,j+d} \). Such matrices typically represent the correlation structure of cyclostationary processes and have been studied in [1] and [2] in the context of periodic time series analysis, where the periodicity of the matrix elements along each diagonal and subdiagonal has been exploited to obtain efficient parameter estimation algorithms. In addition, such matrices also play a vital role in efficient realization of multichannel modeling and filtering algorithms, as shown in [1] and [2] and indirectly in [3] and [4]. An example of a set of such matrices with period, say, \( 3 \), can be constructed as

\[
A = \begin{bmatrix}
1 & 2 & 3 & 4 \\
5 & 6 & 7 & 8 \\
9 & 10 & 11 & 12 \\
13 & 14 & 15 & 1
\end{bmatrix}, \quad B = \begin{bmatrix}
6 & 7 & 8 & 18 \\
10 & 11 & 12 & 17 \\
14 & 15 & 1 & 2 \\
19 & 16 & 5 & 6
\end{bmatrix}, \quad C = \begin{bmatrix}
11 & 12 & 17 & 20 \\
15 & 1 & 2 & 3 \\
16 & 5 & 6 & 7 \\
21 & 9 & 10 & 11
\end{bmatrix}
\]

where each matrix shown is periodic Toeplitz although, in each case, only the \( (1, 1) \)th element is seen to repeat itself since the period chosen is 3, whereas the dimension is \( 4 \times 1 \). The matrices \( A, B, C \) are, in fact, chosen carefully to represent the cross-correlation matrices of a cyclostationary process with period \( 3 \), measured at three successive indices of time. Such matrices overlap in a certain manner, as explained later in Section II. The algorithms presented in [1]–[4], however, apply only to certain specific sets of equations involving such matrices, namely, Yule–Walker (YW) equations [1] and modified Yule–Walker (MYW) equations [2].

This correspondence takes up the more general problem of solving arbitrary systems of the form \( R w = p \), where \( R \) is non-Hermitian periodic Toeplitz. An efficient algorithm to compute \( R^{-1} \) has been presented, which, apart from providing insight on the structure of \( R^{-1} \), also has an interesting pipelined implementation. Since \( p \) is a periodic Toeplitz matrix, \( R^{-1} \) acquires the so-called block Toeplitz structure when \( p = Nd \) for an integer \( N \), the proposed algorithm can also be used for efficient inversion of block Toeplitz matrices with the additional advantage of not requiring any matrix computation.
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II. REVIEW OF PERIODIC TOEPLITZ SYSTEMS

Consider a process \( y(n) \), which is given to be periodically WSS with period \( d \), implying that \( r(n,m) = r(n \pm d, m \pm d) \), where \( r(n,m) \) denotes the autocorrelation function of \( y(n) \), i.e., \( r(n,m) = E[y(n)y(m)] \). The general \( (p+1) \times (p+1) \) correlation matrix \( R_n(p) \) for the \( m \)th index is then given by \( R_n(p) = E[y_{n-m}(p)y_n^T(p)] \), where \( y_{n-m}(p) = [y(n-m), y(n-m-1), \ldots, y(n-p)]^T \), \( p, q = 0, 1, 2, \ldots \). It is easy to verify that

\[
R_n(p) = \begin{bmatrix}
R_n(p-1) & \vdots \\
\vdots & \ddots
\end{bmatrix}
\]

and

\[
R_n(p) = R_{n+d}(p).
\]

Thus, for each order \( p \), there is a total of \( d \) matrices: one for the indices \( n = 1, \ldots, n = d + 1 \). The objective is to compute \( R_n^{-1}(p) \)'s for each of these indices in an efficient manner. It will be useful in this context to consider the MYW equations for \( R_n(p) \), solved in [2] and given, for the \( m \)th index and the \( p \)th order, by

\[
R_n(p) [1, a_{n,p}, \ldots, a_{n,p}]^T = [0, \ldots, 0]^T \quad (2a)
\]

and

\[
R_n(p) [b_{n,p}, 1]^T = [0, \ldots, 0]^T \quad (2b)
\]

where \( a_{n,p} = \{a_{n,1}(1), a_{n,2}(2), \ldots, a_{n,p}(p)\}^T \) and \( b_{n,p} = \{b_{n,1}(p), b_{n,2}(p-1), \ldots, b_{n,p}(1)\}^T \). The two unknowns \( \alpha_{n,p} \) and \( \beta_{n,p} \) are given by the inner products of the first and the last rows of \( R_n(p) \) with the vectors \( [1, a_{n,p}]^T \) and \( [b_{n,p}, 1]^T \), respectively. In [2], an order-recursive procedure for solving (2a) and (2b) has been presented that exploits the periodicity along the diagonals of \( R_n(p) \) to obtain a pipelined realization, involving \( d \) processors and \( O(p^2d^2) \) computations. Interestingly, \( R_n(p) \), like \( R_n(p) \), is also periodically Toeplitz with period \( d \) and, thus, the same algorithm can be used to solve the MYW equations for \( R_n(p) \) as well. We denote the corresponding solutions for (2a) and (2b), respectively, by \( \alpha_{n,p} \) and \( \beta_{n,p} \), with \( \alpha_{n,p} \) and \( \beta_{n,p} \) substituting for \( \alpha_{n,p} \) and \( \beta_{n,p} \).

The inversion algorithm proposed in this paper is based on the so-called \( \text{"LUD"} \) and \( \text{"UDL"} \) factorizations of \( R_n(p) \), where the \( \text{"L"} \) and the \( \text{"U"} \) matrices are constructed using both \( a_{n,p} \), \( b_{n,p} \) and \( a_{n,p} \), \( b_{n,p} \). For the Hermitian case, however, only half of these solutions will be required as, in that case, \( R_n(p) \equiv R_n(p) \), implying that \( a_{n,p} \equiv \bar{a}_{n,p} \) and \( b_{n,p} \equiv \bar{b}_{n,p} \).

III. THE INVERSION ALGORITHM

A. Derivation of the Inversion Formula

We begin by considering the \( \text{"LUD"} \) factorization of \( R_n(p) \). Construct

\[
\tilde{L}_n(p) = \begin{bmatrix}
1 & 0 & 0 & \cdots & 0 \\
\vdots & \ddots & \ddots & \ddots & \vdots \\
\vdots & \ddots & \ddots & \ddots & \vdots \\
\vdots & \ddots & \ddots & \ddots & \vdots \\
\bar{b}_{n,1}(1) & \bar{b}_{n,2}(2) & \cdots & \bar{b}_{n,p}(p)
\end{bmatrix}
\]

\[
\tilde{U}_n(p) = \begin{bmatrix}
1 & \bar{b}_{n,1}(1) & \cdots & \bar{b}_{n,p}(p) \\
0 & 1 & \cdots & \bar{b}_{n,p}(p-1) \\
\vdots & \ddots & \ddots & \vdots \\
0 & \cdots & 1 & \ddots
\end{bmatrix}
\]
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Then, we have $R_n(p) = (L_n(p))^{-1}D_n(p)(U_n(p))^{-1}$, where $D_n(p)$ is a diagonal matrix with $D_n(i,i) = \beta_{n-i+1}$, $i = 1, 2, \ldots, p + 1$. This result can be proved in several ways. A proof based on Hilbert space treatment of random variables has been suggested in the Appendix. Equivalently, $R_n^{-1}(p) = U_n(p)(D_n(p))^{-1}L_n(p)$. Partitioning the matrices $U_n(p), L_n(p)$, and $D_n(p)$ blockwise, one can write

$$R_n^{-1}(p) = \begin{bmatrix} U_n(p-1) & b_{n,p} \\ \beta_{n-1,p} & 1 \\ 0 & \beta_{n,p} \end{bmatrix} \begin{bmatrix} D_n(p-1)^{-1} & 0_{p \times 1} \\ 0_{1 \times p} & \beta_{n-1,p} \end{bmatrix} \begin{bmatrix} L_n(p-1) & 0_{p \times 1} \\ \beta_{n-1,p} & 1 \\ 0 & \beta_{n,p} \end{bmatrix}.$$  

(4)

Carrying out the matrix products, we then obtain

$$R_n^{-1}(p) = \begin{bmatrix} R_n^{-1}(p-1) + \beta_{n-1,p}b_{n,p} & \beta_{n-1,p}b_{n,p} \\ \beta_{n-1,p}b_{n,p}^* & \beta_{n-1,p}b_{n,p}^* \end{bmatrix}.$$  

(5)

It may be recalled at this point that for a WSS $y[n], R_n(p)$ is purely Toeplitz and is inverted by the well-known Trench’s algorithm [5], which makes use of the persymmetry of $R_n(p)$ or, equivalently, of $R_n^{-1}(p)$, and obtains an alternative expression for $R_n^{-1}(p)$ by premultiplying and postmultiplying the left- and right-hand sides of (5) by the exchange matrix $J$. Such an approach, whose final goal is to obtain a recurrence relation between the $(i, j)$th and the $(i-1, j-1)$th elements of $R_n^{-1}(p)$, cannot, however, be extended to periodic Toeplitz matrices, as the persymmetry condition is not satisfied by such matrices. As an alternative to this approach, we consider $UDL$ the factorization of $R_n(p)$ first. Defining

$$L_n(p) = \begin{bmatrix} 1 & 0 & 0 & \cdots & 0 \\ a_{n,p}(1) & 1 & 0 & \cdots & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ a_{n-1,p}(p) & a_{n-1,p-1}(p-1) & 0 & \cdots & 1 \\ a_{n,p}(p) & a_{n,p-1}(p-1) & \cdots & \cdots & \cdots \end{bmatrix},$$

$$U_n(p) = \begin{bmatrix} 1 & a_{n,p}(1) & \cdots & a_{n,p}(p) \\ 0 & 1 & \cdots & a_{n-1,p-1}(p-1) \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & 1 \end{bmatrix},$$

we can write, as shown in the Appendix,

$$R_n(p) = (U_n(p))^{-1}D_n(p)(L_n(p))^{-1},$$

where $D_n(p)$ is a diagonal matrix with $(D_n(p))_{i,i} = \alpha_{n+1-p, i+1}, i = 1, 2, \ldots, p + 1$. Equivalently, $R_n^{-1}(p) = L_n(p)D_n^{-1}(p)U_n(p)$. Once again, partitioning $U_n(p), L_n(p)$ and $D_n(p)$ blockwise, $R_n^{-1}(p)$ can be written as

$$R_n^{-1}(p) = \begin{bmatrix} 1 & 0_{1 \times p} \\ a_{n,p}(1) & 0_{1 \times p} \\ \vdots & \vdots \\ a_{n,p}(p) & \alpha_{n-1,p} \\ 0_{p \times 1} & 1 \end{bmatrix} \begin{bmatrix} \alpha_{n-1,p}^{-1} & 0_{p \times 1} \\ 0_{p \times 1} & 1 \\ \beta_{n-1,p}^{-1} & 0_{p \times 1} \end{bmatrix} \begin{bmatrix} 1 & 0_{1 \times p} \\ a_{n,p}(1) & 0_{1 \times p} \\ \vdots & \vdots \\ a_{n,p}(p) & \alpha_{n-1,p} \\ 0_{p \times 1} & 1 \end{bmatrix}.$$  

(6)

Carrying out the matrix products

$$R_n^{-1}(p) = \begin{bmatrix} \alpha_{n-1,p} & \alpha_{n-1,p}^{-1} \\ \alpha_{n-1,p} & \alpha_{n-1,p}^{-1} \end{bmatrix}.$$  

(8)

Changing $n$ to $n + 1$ in (8), we get $[R_n^{-1}(p)]_{i,i+1} = [R_{n-1}^{-1}(p-1)]_{i,i+1} + \alpha_{n+1-i,p}a_{n+1-i,p}a_{n+i,p}(p)$. The next step in the iterative process is to compute $R_{n+1}^{-1}(p)$. For $n = 0, 1, \ldots, d - 1$, this algorithm constructs $R_n^{-1}(p)$ by forming the rows iteratively. Alternatively, one can also iterate over the columns and thus construct $R_n^{-1}(p)$.

Table I

| A SEQUENTIAL ALGORITHM FOR COMPUTING $R_n^{-1}(p)$, $n \in S = \{0, 1, \ldots, d - 1\}$. The symbol $\equiv$ denotes modulo $d$ subtraction |
|---|---|
| Initialization $(n = 0, 1, \ldots, d - 1)$ |
| $[R_n^{-1}(p)]_{1,1} = \alpha_{n,p}^{-1}$, $[R_n^{-1}(p)]_{j,j+1} = \alpha_{n,p}^{-1}a_{n,p}(p)$, $j = 1, 2, \ldots, p$ |
| $[R_n^{-1}(p)]_{j+1,1} = \alpha_{n,p}^{-1}a_{n,p}(p)$, $j = 1, 2, \ldots, p$. |
| For $i = 1$ to $p$ begin 
| For $n = 0, 1, \ldots, d - 1$ begin 
| For $j = 1, 2, \ldots, p$ begin 
| $[R_n^{-1}(p)]_{j+1,i+1} = [R_n^{-1}(p)]_{j,i} + \alpha_{n,p}^{-1}a_{n,p}(p)a_{n,p}(p) - \varepsilon_{n,i,j,p}b_{n,0}a_{n,p}(p) - \varepsilon_{n,i,j,p}^*b_{n,0}a_{n,p}(p)$ |
| end end end |

one then obtains

$$[R_{n+1}^{-1}(p)]_{i+1,j+1} = [R_n^{-1}(p)]_{i,j} + \alpha_{n+1,i}a_{n+1,i}(p) - \beta_{n+1,i}b_{n+1,i}(p) - 1 \equiv 0_{n,i,j,p}b_{n,0}a_{n+1,i}(p) - 1.$$  

(9)

In addition, from (8), we have $[R_n^{-1}(p)]_{1,1} = \alpha_{n+1-1,i}^{-1}$, $[R_n^{-1}(p)]_{1,i+1} = \alpha_{n+1-1,i}^{-1}a_{n+1-1,i}(p)$, and $[R_n^{-1}(p)]_{1,i+1} = \alpha_{n+1-1,i}^{-1}a_{n+1-1,i}(p)$. Equation (9) reveals the process by which the diagonals and subdiagonals of $R_n^{-1}(p)$ are formed from the respective diagonals and subdiagonals of $R_n^{-1}(p)$ and can be recognized as the periodic Toeplitz generalization of Trench’s inversion formula [5]. Since the underlying process is periodically stationary, it is sufficient to consider $R_n^{-1}(p)$ for $n = 0, 1, \ldots, d - 1$.

A sequential algorithm to compute $R_n^{-1}(p)$ based on (9) is listed in Table I. The algorithm constructs $R_n^{-1}(p)$ by forming the rows iteratively. Alternatively, one can also iterate over the columns and thus construct $R_n^{-1}(p)$.

B. Parallel Implementation

A parallel implementation of the algorithm is possible by engaging a set of $d$ processors and assigning the task of computing $R_n^{-1}(p)$ to the $n$th processor in $S = \{0, 1, \ldots, d - 1\}$. In Table I, this would imply that i) the “begin–end” statement for $n = 0, 1, \ldots, d - 1$ be replaced with a “do par-end par” statement, and ii) in the $i$th iterative step, $i = 1, 2, \ldots, p$, $[R_n^{-1}(p)]_{j,i} = [R_n^{-1}(p)]_{j,i}$ be transmitted from the $(n+1)$th processor to the $n$th processor. In the $(n+1)$th processor, the processor in the zeroth processor to the $(n+1)$th processor is circular and thus local, making the procedure suitable for VLSI implementation.

The algorithm requires a total of $2p^2 + 4p$ multiplications and $2p^2$ additions per processor. If the columns (rows) are also evaluated parallely, then a further $p$-fold increase in speedup is possible, leading to a so-called supersparse algorithm, with multiplication and addition counts reducing to $2p + 4$ and $2p$, respectively.

1 A matrix $R$ is persymmetric if $JRJ = R^*$, where $J$ is the exchange matrix.
C. Closed-Form Expression

A closed-form expression for $R_n^{-1}(p)$ can be worked out using (9). Defining for each $n$
\begin{enumerate}
  \item $[R_n^{-1}(p)]_{i,j} = 0$ whenever $i = 0, j = 0$, or $i = j = 0$;
  \item $a_{n,p}(0) = \tilde{a}_{n,p}(0) = 1$;
  \item $b_{n,p}(p+1) = \tilde{b}_{n,p}(p+1) = 0$;
\end{enumerate}
we can write
\begin{equation}
[R_n^{-1}(p)]_{i+1,j+1} = [R_n^{-1}(p)]_{i,j} + T_{n+1}(i,j), \quad 0 \leq i, j \leq p
\end{equation}
where
\begin{equation}
T_{n+1}(i,j) = \alpha_{n+1,p}^{-1}a_{n+1,p}(i)\tilde{a}_{n+1,p}(j) - \beta_{n+1,p}^{-1}b_{n,p}(p-i+1)\tilde{b}_{n,p}(p-j+1).
\end{equation}
Carrying out the iteration in (10) further until $i$ or $j$ or both become zero, one gets
\begin{equation}
[R_n^{-1}(p)]_{i+1,j+1} = \sum_{i=0}^{\min(i,j)} T_{n+1}(i-1,j-i).
\end{equation}
In matrix form, (12) leads to
\begin{equation}
R_n^{-1}(p) = L_{1,n+1}(p)D_1(p)L_1(p) + U_1(p)\tilde{D}T_n(p)L_1(p)^T
\end{equation}
where
\begin{align*}
L_{1,n+1}(p) &= \begin{bmatrix}
1 & 0 & 0 & \cdots & 0 \\
\alpha_{n+1,p}(1) & 1 & 0 & \cdots & 0 \\
\alpha_{n+1,p}(2) & \alpha_{n,p}(1) & 1 & \cdots & 0 \\
\vdots & \vdots & \ddots & \ddots & \vdots \\
\alpha_{n+1,p}(p) & \alpha_{n,p}(p-1) & \cdots & \alpha_{n,p}(1) & 1 \\
0 & 1 & \cdots & \cdots & \cdots \\
0 & 0 & \cdots & \cdots & 1
\end{bmatrix}\\
\tilde{D}_1(p) &= \begin{bmatrix}
0 & 0 & 0 & \cdots & 0 \\
\tilde{b}_{n,p}(p) & 0 & 0 & \cdots & 0 \\
\tilde{b}_{n,p}(p-1) & \tilde{b}_{n-1,p}(p) & 0 & \cdots & 0 \\
\vdots & \vdots & \ddots & \ddots & \vdots \\
0 & \tilde{b}_{n,p}(p) & \tilde{b}_{n,p}(p-1) & \cdots & \tilde{b}_{n,p}(1) \\
0 & 0 & \tilde{b}_{n-1,p}(1) & \cdots & \tilde{b}_{n-1,p}(2) \\
0 & 0 & 0 & \cdots & 0
\end{bmatrix}
\end{align*}
\begin{align*}
U_{1}(p) &= \begin{bmatrix}
0 & 0 & 0 & \cdots & 0 \\
0 & 0 & 0 & \cdots & 0 \\
\vdots & \vdots & \ddots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & 0 \\
0 & 0 & 0 & \cdots & 0
\end{bmatrix}\\
\tilde{D}_1(p) &= \begin{bmatrix}
0 & 0 & 0 & \cdots & 0 \\
0 & 0 & 0 & \cdots & 0 \\
\vdots & \vdots & \ddots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & 0 \\
0 & 0 & 0 & \cdots & 0
\end{bmatrix}
\end{align*}

IV. DISCUSSION AND CONCLUSION

An explicit inversion formula for a set of periodic Toeplitz matrices has been derived, and an efficient algorithm to implement the formula has been presented. The algorithm may be viewed as a non-Hermitian generalization of [7]. Further, for $d = 1$, i.e., for the Toeplitz case, the proposed recursions boil down to those of Trench and Zohar [8]. To see this, first observe that for $d = 1$, $R_n(p) \equiv R_{n+1}(p)$ for all $n$, implying that the variables used in (9) are independent of $n$.
For convenience, we then take out the index $n$ from these variables. Second, for the Toeplitz case, $\tilde{a}_p = b_p$ and $\tilde{b}_p = \tilde{a}_p$, where $\tilde{a}_p$ and $\tilde{b}_p$ are the reversed versions of $a_p$ and $b_p$, respectively, i.e., $\tilde{a}_p = J a_p$ and $\tilde{b}_p = J b_p$, $J$ being the exchange matrix. This is easily seen by noting that $R(p)$ and $R'(p)$ can be written as
\begin{equation}
R(p) = \begin{bmatrix}
R(p-1) \\
y' \\
x'
\end{bmatrix} = \begin{bmatrix}
\tilde{x}' \\
y \\
x
\end{bmatrix} = \begin{bmatrix}
R'(p-1) \\
y' \\
x'
\end{bmatrix}
\end{equation}
where $\tilde{x} = J x$ and $\tilde{y} = J y$. Noting that $\tilde{a}_p = -R_n^{-1}(p-1)\tilde{b}_p = -[R(p-1)]^{-1} y$, and the matrix $R(p-1)$ is persymmetric, i.e., $R(p-1) = J R(p-1) J$, it is easy to verify that $\tilde{b}_p = \tilde{a}_p$. In a similar manner, it can be checked that $\tilde{a}_p = \tilde{b}_p$. In other words, one can directly obtain $\tilde{a}_p$ and $\tilde{b}_p$ from $a_p$ and $b_p$, respectively, simply by reversing the order of the elements. This is, however, not possible when the matrix is periodically Toeplitz, and one has to actually solve the MYW equations for $R_n(p)$ to obtain $\tilde{a}_p$ and $\tilde{b}_p$.
This correspondence also gives a Gohberg–Semencul-type closed-form expression for $R_n^{-1}(p)$. For Toeplitz matrices, the Gohberg–Semencul expression is computationally equivalent to Trench’s inversion formula. This is because the triangular matrices appearing in the former, in this case, are Toeplitz matrices, whose products can be computed efficiently via FFT [9]. It is, however, not clear at this stage and thus remains to be investigated whether similar fast multiplication is feasible when the triangular factors are given to be periodic Toeplitz.

APPENDIX

UDL and LDU Factorizations of $R_n(p)$

For the Hermitian case, i.e., when $R_n(p) = E[y_n(p)y_n'(p)]$, the UDL and LDU factorizations of $R_n(p)$ are straightforward and follow the standard procedure of orthogonalization of the set \{\(y(n), y(n-1), \ldots, y(n-p)\)\}, either by premultiplying $y_n(p)$ with a lower triangular matrix to generate a vector of backward prediction errors for the index $n$ and order varying from 0 to $p$ or by premultiplying $y_n(p)$ with an upper triangular matrix to obtain a vector of forward prediction errors for the indices $n, n-1, \ldots, n-p$ with orders $p, p-1, \ldots, 0$, respectively. For the non-Hermitian case, i.e., for $R_n(p) = E[y_{-n}(p)y_{-n}'(p)]$ with $\alpha \neq 0$, this approach, however, does not result in the desired factorizations since in this case, the prediction errors obtained by orthogonalizing the two sets \{\(y(n), y(n-1), \ldots, y(n-p)\)\}, and \{\(y(n-q), y(n-q-1), \ldots, y(n-q-p)\)\} are not mutually orthogonal. We show here how the factorizations of a non-Hermitian $R_n(p)$ can be carried out by generalizing the concept of forward and backward predictions.

Consider the problem of finding out the coefficients $a_{n-j,p}(1), \ldots, a_{n-j,p}(p-j)$ so that $c_{n,j} = y(n-j) + a_{n-j,p}(1)y(n-j+1) + \cdots + a_{n-j,p}(p-j)y(n-p)$ is orthogonal to $y(n-q-j) + a_{n-j,p}(1)y(n-q-j+1) + \cdots + a_{n-j,p}(p-j)y(n-p)$ for $0 \leq j \leq p - 1$. Defining $a_{n-j,p}(p-j) = E[y(n-q-j)c_{n,j}]$, it is interesting to note that the matrices $L_1(n+1,p), U_1(n+1,p), L_1(n,p)$, and $U_1(n,p)$ also constitute periodic Toeplitz matrices with period $d$. Equation (13) gives a closed-form expression for $R_n^{-1}(p)$ and can be recognized as the periodic Toeplitz extension of the Gohberg–Semencul formula [6] for Toeplitz matrices.
one can then write
\[ E\left[y_{n-m}(p-j)y_{n-m}(p-j)\right]\]
\[ = \left\{ \begin{array}{c}
\alpha_{n-j, p-j} \\
\alpha_{n-p, j}
\end{array} \right\} \tag{A.1} \]
where \( \alpha_{n-j, p-j} = \alpha_{n-j, p-j}(1), \alpha_{n-j, p-j}(2), \dots, \alpha_{n-j, p-j}(p-j) \) \( j \). Equation (A.1) can be identified as the MYW equation (2a) for the matrix \( R_{n-m}(p-j) \). Assumption of nonsingularity of \( R_{n-m}(p-j) \) guarantees unique choice of the coefficients \( \alpha_{n-j, p-j}(1), \alpha_{n-j, p-j}(2), \dots, \alpha_{n-j, p-j}(p-j) \). Similarly, consider the set of coefficients \( \beta_{n-m, p-j}(1), \beta_{n-m, p-j}(2), \dots, \beta_{n-m, p-j}(p-j) \) so that \( \beta_{n-m, p-j}(i) = \alpha_{n-j, p-j}(i) - \alpha_{n-j, p-j}(i-j) \) is orthogonal to \( y(n-q-i-j), \alpha_{n-j, p-j}(i-j) \) for \( 0 \leq i \leq p-1 \). Defining \( \beta_{n-m, p-j} = E[y(n-i)\bar{c}_{n-i}] \), one can then write
\[ E\left[y_{n-m}(p-j)y_{n-m}(p-j)\right]\]
\[ = \left\{ \begin{array}{c}
\beta_{n-j, p-j} \\
\beta_{n-p, j}
\end{array} \right\} \tag{A.2} \]
where \( \beta_{n-j, p-j} = \beta_{n-j, p-j}(1), \beta_{n-j, p-j}(2), \dots, \beta_{n-j, p-j}(p-j) \) \( j \). Equation (A.2) can be recognized as the MYW equation (2a) for the matrix \( R_{n-m}(p-j) \). It is easy to see that \( E[c_{n}, e_{n-m}] = 0 \) for \( i \neq j \), since for \( i > j \), \( e_{n-m} \) is orthogonal to \( y(n-q-i), \dots, y(n-q-p) \) and for \( i < j \), \( e_{n-m} \) is orthogonal to \( y(n-j) \), \( y(n-j-1), \dots, y(n-p) \). For \( i = j \), \( E[c_{n}, e_{n-m}] = E[y(n-q-i)\bar{c}_{n-i}] = E[y(n-q-i)] \), implying that \( E[c_{n}, e_{n-m}] = \alpha_{n-j, p-j} = \alpha_{n-j, p-j} \). Using this, the matrices \( U_{n}(p) \) and \( L_{n}(p) \) as given by (6), and defining \( e_{n-m} = y(n-p), e_{n-m} = y(n-q-p) \), we can then write
\[ E[U_{n}(p)R_{n}(p)L_{n}(p)] = D_{n}(p), \]
\[ E[U_{n}(p)R_{n}(p)L_{n}(p)] = \left(\begin{array}{c}
\delta(l) \end{array}\right) \]where \( \delta(l) \) is the unit sample function. Thus, \( U_{n}(p)R_{n}(p)L_{n}(p) = D_{n}(p) \), or \( R_{n}(p) = \left(\begin{array}{c}
\delta(l) \end{array}\right) \) which gives the factorization of \( R_{n}(p) \).

For \( LDU \) factorization, we consider the coefficients \( b_{n,j}(1), \cdots, b_{n,j}(j) \), so that \( f_{n,j} = b_{n,j}(1)y(n) + \cdots + b_{n,j}(j)y(n-j+1) + y(n-j) \) is orthogonal to \( y(n-q-r), 0 \leq r \leq j-1 \) for \( 1 \leq j \leq p \). In other words
\[ E\left[y_{n-m}(j)P_{n-j}^{\top}\right]= \left\{ \begin{array}{c}
\beta_{n,j} \\
\beta_{n-j, j}
\end{array} \right\} \tag{A.3} \]
where \( \beta_{n,j} = \left[b_{n,j}(1), b_{n,j}(j-1), \cdots, b_{n,j}(1) \right]^{\top} \), and \( \beta_{n-j, j} = E[f_{n,j}y(n-q-j)] \). Equation (A.3) is clearly the MYW equation (2b) for the matrix \( R_{n}(j) \). Similarly, let \( \beta_{n,j} = \left[b_{n,j}(1), b_{n,j}(j-1), \cdots, b_{n,j}(1) \right]^{\top} \). Equation (A.4) gives the MYW equation (2b) for \( E_{n}(j) \). Using the stated orthogonality conditions for \( f_{n,j} \) and \( f_{n,m} \), it is easy to verify that \( E[f_{n,j}\bar{f}_{n,j}] = 0 \) for \( i \neq j \). For \( i = j \), \( E[f_{n,j}\bar{f}_{n,j}] = \beta_{n,j} \), so that \( E[f_{n,j}\bar{f}_{n,j}] = \beta_{n,j} \), meaning that \( E[f_{n,j}\bar{f}_{n,j}] = \beta_{n,j} \). Constructing the matrices \( U_{n}(p) \) and \( L_{n}(p) \) as defined in (3) and defining \( f_{n,j} = y(n), f_{n,m} = y(n-q), \) then follows that
\[ E[L_{n}(p)R_{n}(p)U_{n}(p)] = \left(\begin{array}{c}
\delta(l) \end{array}\right) \]implying that \( L_{n}(p)R_{n}(p)U_{n}(p) = \left(\begin{array}{c}
\delta(l) \end{array}\right) \) or \( R_{n}(p) = \left(\begin{array}{c}
\delta(l) \end{array}\right) \)
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